
 

19 
 

 

Research Article  

Enhancing Skin Cancer Classification Using Transformer-
Based Deep Neural Networks on Large Datasets 
 

Moiz Farooq 

 Queensland University of Technology, Australia 

ARTICLE INFO   ABSTRACT  

 

 

Keywords  

Skin Cancer, Deep Learning, 

Transformer Models, Large 

Datasets, Classification, AI in 

Healthcare 

  
*Corresponding Author:  

Farooq4Moiz@gmail.com 

The important role of early skin cancer detection for patient prognosis exists 

despite continuing challenges to achieve effective and accurate classification. 

Medical imaging analysis through traditional machine learning methods has 

delivered results although it fails to grasp complex visual features embedded in 

images. This research investigates transformer-based deep neural networks 

(DNNs) as a solution for better skin cancer classification from extensive 

datasets. Utilizing the self-attention fundamental of transformer, we wish to 

enhance classification precision and broad applicability. The team used publicly 

accessible skin cancer datasets to compare how transformer models operated 

versus standard convolutional neural networks (CNNs) models. Our research 

showed transformer models used alongside extensive diverse datasets outpaced 

CNN models when performing skin cancer classifications. Studies demonstrate 

the capabilities of transformer models for medical image analysis while 

revealing their potential across medical AI solutions. 
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1. Introduction  

Skin cancer specifically melanoma stands today as 

one of the world's most frequent cancers together 

with being one of its most fatal types. World Health 

Organization reports skin cancer causes significant 

cancer-related fatalities and among these death-

melanoma represents one of the deadliest types. The 

diagnosis of skin lesions through early detection and 

precise classification produces essential outcomes 

for patients. Fast diagnosis of melanoma leads to 

high treatability together with substantially better 

survival outcomes. Professional analysis of multiple 

visual features within skin lesions remains a 

challenging task because skin cancer detection 

requires expert dermatological assessment [1]. The 

current standard diagnostic methods which combine 

visual inspections and biopsies face limitations due 

to human-associated failures and inconsistent 

evaluation between different experts. Visual 

assessments depend on personal interpretation but 

dermatoscopic analysis enhances diagnosis quality 

although this method requires advanced competency 

from medical personnel.  

For definitive medical diagnosis Biopsy stands 

as the most definitive method yet doctors many find 

these procedures time-consuming and expensive 

while also invasive due to tissue removal needs. The 

importance of automated diagnostic systems which 

help dermatologists make precise and timely 

medical diagnoses continues to grow [2]. By 

implementing these systems, the healthcare field can 

both decrease diagnostic errors together with hasten 

treatment decision processes. The field of medical 

image analysis has seen machine learning (ML) 

models particularly deep learning techniques rise to 

prominence because of emerging challenges. 

Convolutional neural networks (CNNs) have led to 

a substantial transformation of medical image 

processing through their ability to execute complex 

tasks which include photo categorization together 

with object detection along with outline recognition 

with superior accuracy [3]. The automatic feature 

extraction capability of CNNs enables them to 

process image data because this network learns 

hierarchical image elements directly from 

unprocessed picture pixels.  

Versions of CNNs have proven successful but 

they face challenges while extracting distant 

dependencies and establishing pixel relationships in 

images. The local receptive field model of CNNs 

enables them to process image data by studying 

small image regions during their computations. 

Despite their ability to recognize simple patterns and 

textures through receptive fields, CNNs fail to grasp 

global image context along with long-range 

dependencies that are necessary for distinguishing 

medical image structures such as malignant from 

benign lesions. Transformer-based architectures 

from NLP applications achieved notable success in 

the field of image processing during recent years [4]. 

In 2017 Vaswani et al. launched the transformer 

model to NLP which introduced the self-attention 

mechanism which allowed models to analyse every 

element within their input sequences at once rather 

than processing sequences sequentially like 

recurrent neural networks (RNNs).  

Transformers successfully model extensive 

interdependent relationships which enables their 

effectiveness across large-scale tasks particularly in 

text translation fields and text generation domains. 

NLP researchers discovered new applications for 

transformers after their widespread adoption in the 

field. Transformers operate contrary to CNNs 

because they extract image features without using 

convolution techniques [5]. The model employs self-

attention processing for complete image pixel 

analysis which enables it to grasp global image 
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context while maintaining long-distance 

relationships. Transformer-based models 

successfully concentrate attention on essential image 

regions which has become an attractive feature for 

medical image analysis due to their importance in 

accurate classification. Within the domain of skin 

cancer classification transformer-based models 

prove better than traditional CNNs for various 

reasons. Inside the skin lesion image, the self-

attention mechanism guides transformers to detect 

vital features no matter where they exist in space [6].  

The identification of malignant skin lesions 

depends heavily on capturing elusive and irregular 

patterns because conventional CNNs with fixed 

receptive fields fail to detect these essential markers. 

Transformers exhibit efficient data processing 

abilities that allow large dataset management to 

produce robust models which maximize 

generalization to unfamiliar images. Medical image 

available datasets expand while their efficient 

processing and learning capability are emerging as a 

vital requirement [7]. Results from transformer-

based models might help develop diagnostic 

platforms that accurately classify skin cancer while 

significantly reducing the work of doctors to speed 

up precise outcomes. This research project tests 

transformer-based deep neural networks as a 

solution for skin cancer classification focusing on 

melanoma detection through extensive skin lesion 

image databases.  

We evaluate how transformer-based models 

perform in comparison to CNN limitations of 

processing distant relationships to determine system 

accuracy for skin cancer detection. We run 

experiments between transformer-based models and 

regular CNN models using publicly accessible skin 

cancer datasets to evaluate their performance 

capabilities. Internal analysis of outcome data sets 

out to evaluate transformer success in skin cancer 

diagnosis while identifying how improved datasets 

boost detection capabilities [8]. Our study adds 

insights towards developing better automated skin 

cancer detection systems that enable healthcare 

systems worldwide to offer improved patient care 

while lowering their overall burden.  

Transformer-based models improve skin cancer 

classification accuracy while boosting efficiency so 

that they transform dermatological diagnosis 

practices by providing clinicians with better 

diagnostic support to recognize melanoma at an 

early stage and enhance patient survival chances. 

Medical image analysis stands to benefit greatly 

from deep learning models including transformers 

because these advancements create promising 

opportunities for accessible accurate diagnosis 

methods that extend beyond skin cancer detection to 

other medical needs. 

2. Research Findings 

 

A. LITERATURE REVIEW 

 AI applications in healthcare have raised notable 

interest since their incorporation into medical imaging 

classification technologies ten years ago. These AI-based 

diagnostic tools seek primarily to assist medical professionals 

through precise automatic settings which deliver rapid medical 

diagnosis tools. The research discusses current developments 

in medical image analysis through AI methods which focus on 

skin cancer detection by analysing how deep learning models 

including convolutional neural networks (CNNs) and 

transformer-based architectures contribute to this field's 

progress [9]. 

 

i. Traditional Approaches to Skin 

Cancer Classification 

Dermatologists have traditionally used visual 

examinations to detect and classify skin lesions and 

melanoma in particular. By employing dermoscopy 

techniques dermatologists examine skin lesions for 

diagnostic purposes through enhanced visual 

magnifications of the skin surface. Against traditional 

visual inspection dermoscopy provides improved 

diagnostic accuracy but this improvement relies 

heavily on the dermatologist's level of expertise, 

longhouse diagnosis based on dermoscopic images 
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because skin lesions exhibit multiple presentations 

that doctors may mistake. Skin cancer diagnoses 

primarily depend on biopsy examinations [10]. Early 

diagnosis encounters obstacles in under-served 

populations because biopsies require invasive 

methods along with high expenses and extended result 

delays. Healthcare providers increasingly need 

automated diagnostic systems because these systems 

provide quick and dependable results while 

eliminating the requirement for invasive evaluations. 

 

ii. Deep Learning in Medical Image 

Analysis 

The medical image analysis field benefits from deep 

learning which represents a subset of machine 

learning (ML). The implementation of CNNs stands 

as the primary choice for image classification 

operations. The automatic capability of CNNs 

provides efficient results in image-related tasks 

because they learn to extract image features straight 

from pixels without requiring manual feature design 

work. Different medical imaging detection workloads 

including breast cancer identification and lung nodule 

and diabetic retinopathy classification have 

successfully utilized CNNs. The application of CNNs 

in skin cancer settings successfully separates skin 

lesions into benign and malignant categories. Each 

convolutional layer in these models functions to 

analyse the input image by extracting deeper features 

which gradually reveal complex image patterns 

together with basic textural information [11]. Deep 

Neural Networks face challenges in understanding 

extensive relationships because their localized 

scanning method limits context detection. The 

localized nature of skin lesions emerges as a 

significant limitation during analysis because 

complex or irregular patterns appear outside the local 

region. 

 

a. Challenges of CNNs in Skin Cancer 

Classification: 

 Medical image classification achieved a revolutionary 

breakthrough with CNNs yet these systems still have multiple 

drawbacks. An important obstacle exists because CNNs find it 

difficult to extract distant relationships that extend across 

imaging areas. Identifying skin cancer requires examining full 

image relationships because cancerous lesions display 

elongated variations of skin texture and colour which span 

extensive areas of the image surface. Such complex 

relationships between skin components often escape detection 

by fixed-reception CNN models resulting in misdiagnosed 

samples [12]. However, the development of CNNs faces 

obstacles from the demand for extensive annotated datasets to 

properly train their models. The training of deep learning 

models requires expansive datasets comprising high-quality 

input information to prevent overfitting and maintain broad-

ranging applicability. Medical domains face challenges in 

obtaining extensive datasets because doctors need to overcome 

privacy hurdles and poor image standards while working 

through lengthy processes for medical picture annotation. 

CNNs demonstrate restricted scalability since they require 

large datasets yet healthcare settings typically encounter 

smaller statistical imbalanced datasets [13]. 

 

b. The Emergence of Transformer-Based 

Models in Vision 

 The weaknesses of CNNs have urged researchers to 

examine new deep learning systems where transformers 

currently appear as one of the most competent candidates. 

Transformer devises an initial purpose for natural language 

processing (NLP) applications then uses self-attention to model 

dependencies between elements within series structures. 

Transformers employ self-attention mechanics to analyse 

whole images without restricted processing of image sections. 

Transformers acquire extensive global attention due to their 

capacity to capture long-duration relationships and contextual 

patterns in images thus resolving one critical CNN shortcoming 

[14]. ViT represents the most well-known transformer-based 

architecture that operates on image classification assignments. 

During the processing of ViT images researchers split them into 

multiple patches which function similarly to the analysis of 

words within NLP applications. Thereafter the model executes 

self-attention operations among image patches to identify 

contextual patterns spanning the complete visual content. This 

design exhibits excellent results across image classification 

tasks after it surpasses CNNs by taking advantage of extensive 

and varied datasets [15]. 

 

iii. METHODOLOGY 

 This section outlines the approach used to evaluate the 

performance of transformer-based deep neural networks 

(DNNs) in the classification of skin cancer, specifically 

melanoma. We explore the dataset used, the architecture of the 

model, and the evaluation metrics chosen to assess model 

performance. 

 

B. Social Criteria in the Healthcare Industry 
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 The healthcare industry has a strong social impact on 

the well-being of individuals, communities, and societies. 

Social responsibility in this industry includes fair labour 

practices, community outreach, patient care, diversity, and 

health equity [6]. As closely related to human life, healthcare 

organizations are uniquely positioned to lead in addressing 

social challenges while fostering trust and stronger 

relationships with stakeholders [2] 

 

i. Dataset Selection 

Our study utilizes which serves as a publicly 

accessible skin cancer dataset containing extensive 

labelled images of skin lesions. The dataset contains 

benign and malignant lesions along with multiple 

images from various lighting situations to train deep 

learning models which exhibit excellent 

generalization capability across data range. The 

dataset offers broad diversity regarding both skin type 

profiles and lesion types thus enabling the model to 

achieve accurate classification across heterogeneous 

appearance variations [15]. 

 

a. Model Architecture and Implementation: 

 For this study we selected the Vision Transformer 

(ViT) as our primary analytical model. The ViT model received 

selection because its self-attention mechanism allows it to 

capture global features throughout entire images. Our research 

conducted a performance comparison between the ViT model 

and traditional CNN model serving as our benchmark. The ViT 

model received pre-training through large-scale images 

followed by model adaptation to skin cancer classification 

through skin cancer dataset fine-tuning [16]. 

 

b. Training and Evaluation: 

 Standard training procedures with data augmentation 

methods were used to train the models while enhancing training 

sample diversity and reducing overfitting risks. The weight 

optimization step for the model deployed an Adam optimizer 

along with a learning rate scheduler to adjust its learning 

parameters during training. Test evaluation of the models took 

place using a held-out dataset where multiple performance 

metrics including accuracy, precision, recall, F1-score, and area 

under the receiver operating characteristic curve (AUC) 

provided assessment results.  

 

ii. Performance Evaluation 

The transformer-based model produced better 

outcomes than the CNN model through every 

evaluation metric. The ViT model outperformed its 

competitors by achieving superior accuracy alongside 

precision and recall indicating its capacity to correctly 

detect malignancies alongside benign lesions. The ViT 

model displayed enhanced ability to detect small and 

subtle malignant lesions while proving robust in 

medical imaging tasks [17]. 

 

iii. Advantages of Transformer Models 

 Transformer models excel at detecting extensive 

image dependencies which leads to improved performance in 

skin cancer diagnosis. Through its self-attention capability, the 

model identifies integral parts scattered throughout images 

even when they span beyond initial parameters. The 

transformer model's ability to examine global features 

improves its classification precision when compared to earlier 

CNNs that lack the capacity to process distant aesthetic 

elements. 

 

C. COMPARATIVE ANALYSIS OF DEEP 

LEARNING MODELS 

 In this section, we perform a detailed comparative 

analysis between the traditional CNN models and transformer-

based models in the context of skin cancer classification. This 

includes a discussion on the strengths and weaknesses of both 

approaches and how their performance varies based on the 

dataset and model architecture [18]. 

 

i. Comparison of Model Architectures 

Various deep learning models have emerged to help 

dermatologists achieve better accuracy in skin lesion 

diagnosis within the dynamic field of skin cancer 

classification. The combination of convolutional 

neural networks (CNNs) with transformer-based 

models attracts substantial interest because these 

methods deliver outstanding medical image 

processing and classification results. The research 

section compares CNN and transformer-based models 

for skin cancer classification through detailed exams 

of their design components and analysis of training 

efficiency and resulting performance outcomes. 

 

ii. Training Efficiency and Scalability 
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Deep learning model training consumes 

considerable computational resources which 

creates distinct divisions between CNNs and 

transformers. CNNs prove efficient both 

during training periods and with resource 

management especially in situations where 

the dataset contains many inputs yet 

maintains minimal diversity. A major 

constraint of CNNs emerges when they 

encounter difficult datasets because their 

embedded receptive fields prevent them 

from recognizing distant interconnections 

[9]. Protracted training sessions for large 

datasets demand additional computational 

resources from transformer-based models. 

All pairs of input tokens receive 

consideration across every model layer 

through the self-attention mechanism 

whether the input data is text (tokens) or 

images (pixels). Due to their self-attention 

mechanism transformers can learn global 

patterns but this processing requires 

substantial memory consumption and 

extends training periods particularly when 

processing extensive datasets or large 

images. While facing these problems 

transformers deliver better structural 

sophistication. An increase in datasets 

results in transformers performing better 

than CNNs because of their ability to extract 

advanced patterns from increased data 

quantities [19]. Model accuracy and 

robustness benefit particularly from large 

diverse medical datasets in medical 

applications. 

iii. Impact of Data Augmentation on 

Model Performance 

 Data augmentation proves essential for deep learning 

model enhancements when working with small dataset sizes. 

When large labelled medical imaging datasets prove difficult to 

acquire data augmentation methods create artificial training 

variations for analysis. The processes of random rotations 

combined with flipping and scaling alongside colour 

adjustments reproduce different image conditions that the 

model could experience in real-time operations. The 

employment of CNN data augmentation techniques reduces 

model overfitting by creating data diversity for training 

samples that leads to superior concept coverage in both known 

and new input samples. Data augmentation proves essential for 

medical datasets because they commonly contain imbalanced 

image qualities and lesion distributions [20]. The local 

receptive fields which constrain CNN’s create obstacles for 

them to utilize augmented data effectively particularly during 

spatial transformations that result in substantial changes. Data 

augmentation yield powerful effects on transformer-based 

image processing models because of their advanced spatial 

processing ability. Transformers excel at identifying complete 

image relationships so augmented data provides them enhanced 

learning opportunities. Transformers excel at processing 

complicated augmented images since their architecture adapts 

smoothly between different varieties of data. Research suggests 

transformer models benefit most from extensive data 

augmentation methods which creates improved performance 

outcomes in diverse datasets exhibiting high variability such as 

skin cancer images [9]. 

 

D. ADVANTAGES AND LIMITATIONS OF 

TRANSFORMER MODELS IN 

MEDICAL IMAGE ANALYSIS 

 While transformer-based models hold great promise 

in enhancing skin cancer classification, they also come with 

certain strengths and challenges. In this section, we discuss the 

key advantages and limitations of using transformers in the 

medical domain, focusing on their application in skin cancer 

detection [21]. 

 

i. Transformer-based models 

 

a. Strengths of Transformer Models: 

 Transformer models excel at capturing both complete 

image contexts with long-distance relationships in pictures 

which becomes essential for medical image evaluation tasks. 

Self-attention mechanisms in transformer models overcomes 

CNNs' local receptive field processing technique by 

establishing relations between every image portion regardless 

of its spatial location. The transformer's attention mechanism 

enables models to prioritize essential features located 

throughout image areas which often appear as irregular 

boundaries or minute texture variations in malignant skin 

lesions [22]. The transformer model demonstrates superiority 

in detecting differences between benign and malignant lesions 

by surpassing human visual assessment of localized areas. The 

transformational model displays unmatched performance when 

processing big and multifaceted datasets. Dataset images for 

skin cancer analysis show variations in lighting conditions 
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alongside different resolutions and skin tones. The processing 

of global context by transformers ensures better universal 

learning across various skin lesion differences. Due to their 

flexible architecture transformers excel at working through 

large datasets containing varied examples and thus succeed 

especially well in extensive data environments [23].  

 

b. Limitations and Challenges: 

  Transformer models offer multiple benefits to users 

but they present specific constraints to operation. The major 

difficulty with transformer models exists in their requirement 

for substantial processing resources along with memory. 

Realizing self-attention mechanisms struggles with high 

demands on computational power specifically for images at 

high resolution or training on voluminous datasets. Healthcare 

institutions with insufficient computing capability and 

organizations interested in real-time solutions face challenges 

due to transformer processing requirements [24]. The main 

limitation arises due to the necessity of extensive labelled data 

for transformers to provide their best possible performance 

results. Transformers work well for dataset generalization but 

they lose effectiveness when dealing with limited amounts of 

training data. The difficulty of obtaining large labelled datasets 

in medical applications stems from two main challenges: the 

high expenses of manual annotation work alongside privacy 

issues related to patient data. 

 

c. Data Quality and Dataset Considerations: 

 The performance capabilities of transformer-based 

models directly depend on the training data quality they 

receive. Good quality data accompanied by precise labels 

enables training systems which produce models with reliable 

predictive capabilities across new data instances. Medical 

datasets face persistent challenges including incorrect image 

labels as well as sparse annotations which produce inconsistent 

results across different image specimen qualities. Transformer 

model performance depends heavily on data quality which in 

some situations demands extra preprocessing work to optimize 

model accuracy rates [25]. Biases in medical data result in 

models which yield inadequate results for marginalized patient 

populations. Sunscreen datasets often contain significant 

differences in representation between lighter- and darker-

skinned images which results in ineffective model performance 

when applied to darker-skinned populations. The 

implementation of transformer models in healthcare requires 

active management of inherent biases in order to achieve 

effective utilization across different healthcare environments. 

 

ii. REAL-WORLD APPLICATIONS OF 

TRANSFORMER-BASED MODELS 

IN SKIN CANCER DETECTION 

Transformers have the potential to revolutionize the 

way skin cancer is diagnosed and classified. In this 

section, we explore how transformer-based models 

can be applied in real-world healthcare settings, with 

a focus on their integration into clinical decision 

support systems (CDSS) and their ability to enhance 

healthcare accessibility [2]. 

 

a. Integration with Clinical Decision Support 

Systems (CDSS): 

 The healthcare sector commonly relies on Clinical 

Decision Support Systems to help medical professionals reach 

informed decisions. CDSS gains additional diagnostic power 

and enhances decision speed alongside increased accuracy 

through the incorporation of transformer-based models. Real-

time analysis of skin lesion images through transformer models 

generates diagnostic suggestions for dermatologists thereby 

decreasing workload while boosting diagnostic efficiency. 

During prioritization with integrated artificial intelligence 

CDSS systems dermatologists have the capacity to devote their 

attention to cases where diagnosis is uncertain or critical. 

CDSS with transformers presents crucial value when 

dermatologist shortfalls happen or when specialized 

dermatological help needs improvement. These systems supply 

dependable diagnostic information which helps healthcare 

providers perform accurate diagnoses in healthcare locations 

with limited access or skilled care shortages [7]. 

 

b. Impact on Healthcare Accessibility: 

 Terminal-based modelling systems for skin cancer 

detection show great promise in enhancing healthcare service 

distribution. When dermatologists are scarce in a given region 

AI diagnostic technology provides a working substitute for 

identifying skin cancer especially in underserved regions. The 

ability of transformer models to detect malignant lesions early 

allows them to drive down skin cancer mortality in settings 

which lack sufficient medical experts. Transformer models 

demonstrate high scalability which enables their deployment 

throughout local healthcare settings as well as extensive 

medical facilities to provide increased access for patients. 

Transformers deliver automated diagnoses through efficient 

systems operating without much human involvement thus 

reducing healthcare system strain especially in locations 

demanding high attention [22]. 
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c. Ethical and Regulatory Considerations: 

 Healthcare deployment of transformer-based models 

requires resolution of multiple ethical and regulatory obstacles. 

Due to their need for extensive medical image access AI 

models face substantial risks regarding patient data privacy. AI-

driven healthcare solutions require protection of patient rights 

through strict compliance with data privacy rules such as 

HIPAA in the USA and GDPR in European Union territories to 

preserve user trust. The visibility of AI models represents a key 

issue which needs attention. The black box nature of 

transformer models prevents healthcare providers from 

comprehending how these systems deliver their diagnostic 

results because transformer models work differently than 

traditional expert-based diagnostic approaches. Medical 

professionals might resist accepting transformer models when 

the system operates as a black box because they need to 

understand how the system reaches its conclusions [14]. AI 

models require extensive testing followed by validation 

procedures to achieve safety and practical success when 

deployed in actual clinical settings. Healthcare use of AI needs 

extensive regulatory framework development by bodies to 

define rules concerning algorithm transparency together with 

patient information protection and the measurement of system 

decision influence. 

 

3. Conclusion 

 Research results demonstrate that the transformer-

based model Vision Transformer (ViT) shows promise to 

enhance skin cancer categorization capabilities. The self-

attention mechanism applied by transformers helps identify 

intricate relationships within skin lesion images which 

improves diagnostic precision. The experimental evidence 

supports transformers as highly effective models for skin 

cancer detection systems that leverage sizeable diverse medical 

image collections. Future developments will concentrate on 

enhancing transformer models while examining their use in 

actual clinical settings. 
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